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a b s t r a c t

This paper reviews the recent developments in material property modelling and its applications in pro-
cessing simulation. Many material properties needed by process simulation can now be readily provided,
such as the solidification properties and high temperature stress–strain curves. The solidification prop-
erties are affected by changes in composition within the specification range of an alloy; such changes
in properties then affect casting simulation results. The mechanical properties are calculated by con-
sidering two competing deformation mechanisms (dominated by either dislocation glide or dislocation
climb), with automatic selection of the dominant mechanism. Sample calculations are given for a variety of
engineering alloys, including steels, aluminum, titanium, and nickel-based superalloys. The material prop-
erties data calculated can now be passed directly into commercial computer-aided engineering packages
for casting and deformation simulation.

© 2008 Elsevier B.V. All rights reserved.

1. Introduction

Material data is a vital input for computer-aided engineer-
ing (CAE) process simulation packages based on finite-element
or finite-difference (FE/FD) analysis. Such data include physical,
thermo-physical and mechanical properties, all as a function of
temperature. Traditionally such data are gathered from experi-
mentation, which has significant disadvantages in that not all of
the required data are readily available and, in particular, measure-
ment of high temperature properties is not only expensive but
also time-consuming. It is therefore of no surprise that lack of
material data has been a common problem for all FE/FD simula-
tion packages. To overcome this problem and provide reliable and
cost effective data for process simulation, computer-based mod-
els are required so that such properties can be readily calculated.
A schematic diagram of the approach for processing modelling is
shown in Fig. 1.

The present paper demonstrates the capabilities of computer
software JMatPro [1] that is able to calculate the material data
required in process simulation, which otherwise has to be mea-
sured through experiments such as dilatometry and Gleeble®

testing. While detailed information on the development and val-
idation of relevant models can be referred to Refs. [2–7], this
paper is focused on the application aspects of the material data
calculated, concentrating on two areas. One is the calculation of
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physical and thermo-physical properties critical to casting simu-
lation. The other is the calculation of high temperature strength
and stress–strain curves which are critical to deformation simula-
tion.

2. Physical and thermo-physical properties

Physical and thermo-physical properties are critical param-
eters for casting simulation. JMatPro’s ability to model these
properties has been well documented in previously published
work for various metallic systems [3–5]. The properties that can
be modelled include: density, molar volume, thermal expan-
sion coefficient, Young’s, bulk and shear moduli, Poisson’s ratio,
thermal conductivity and diffusivity, electrical conductivity and
resistivity, all are provided for each available phase when neces-
sary.

This section examines how changes in composition within the
specification range of an alloy may affect its properties during
solidification, and how casting simulation results are consequently
influenced [7]. An aluminium alloy A319 is taken as an exam-
ple here. The compositions of various A319 alloys are given in
Table 1. Variations in elements Si, Cu and Zn were considered and
the freezing range calculated for the three alloys are also given in
Table 1.

Fig. 2 shows fraction solid vs. temperature plots calculated for
the three A319 alloys. As might be expected, with increasing Cu and
Si the freezing range decreases. Higher levels of Si also increases
the amount of silicon eutectic and reduces the range of primary
aluminum phase. The change in density during solidification for
the three alloys shown in Fig. 3 demonstrates that total density
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Fig. 1. JMatPro calculation provides an alternative to experimental measurement in providing the material data required for process simulation.

Table 1
Composition and freezing range of three A319 alloys (wt.%)

A319 Si Cu Mg Mn Zn Fe Al Freezing range (◦C) Remarks

Low spec 5 3 0.3 0.5 0.1 0.6 Balance 508–617 Lower limit specification
Average 6 4 0.3 0.5 0.3 0.6 Balance 505–607 Average composition
High spec 7 5 0.3 0.5 0.5 0.6 Balance 500–596 Upper limit specification

change can be strongly affected by the fraction solid behaviour
within specification.

The material property data calculated has been used as direct
input to casting simulation software MAGMASOFT® and PROCAST®.
How changes in material properties due to variation in composi-
tion may affect the results of casting simulation is demonstrated
here using MAGMASOFT®. The component is a cylinder head typ-
ically made of A319 alloy via gravity casting [8]. Fig. 4 shows the
calculated local solidification time for various A319 alloys. Local
solidification time is one of the most used criteria that can show
potential regions for defects, which are often isolated maximum
heights in the casting. There are no isolated maxima shown in Fig. 4.
However, it can be seen that solidification behaviour has been sig-
nificantly altered through changing the composition, which has a
subsequent significant impact on the feeding behaviour in critical
regions of the cast. The calculated feeding percentage for various
A319 alloys is shown in Fig. 5, which allows the user to determine
the quality of feeding of the casting, which in turn will allow the
user to see potential areas where porosity may occur. It can be seen
that for the alloy A319 at high specification the feeding result shows
no problems in the displayed region, while the average and low
compositions indicate potential problems with porosity. This can
be explained by the fact that for the best case, the local solidifica-

Fig. 2. Calculated fraction solid vs. temperature for the three A319 alloys.

tion time in the critical area is increased, leading to better liquid
flow and hence a lower susceptibility to defects from poor feed-
ing.

3. High temperature strength and stress–strain curves

In addition to thermo-physical properties, thermo-mechanical
processing simulation requires important mechanical properties
such as high temperature strength and stress–strain curves (or
flow stress curves). CAE simulation packages normally provide a
range of constitutive equations that describe stress as a function
of temperature, strain and strain rate, and the choice of the equa-
tions used can significantly affect the simulation results. Not only
does the user have to decide which equations to use, but also he
has to determine the values of the material parameters in those
equations.

Examination of alternative constitutive equations shows that
some of them are based on empirical observations of phenomena
measured at macrolevel, i.e. the shape and form of the stress–strain
curve, while others are motivated by micro-mechanical considera-
tions [9], i.e., the development of those equations used to describe
materials’ behaviour is not based on the underlying mechanisms of
material deformation.

Fig. 3. Calculated density vs. temperature for the three A319 alloys.
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Fig. 4. Calculated local solidification time for various A319 alloys.

The present section looks at this problem from the viewpoint of
modelling the actual mechanisms that may operate during defor-
mation of alloys. In essence the problem is to define the flow stress
as a three-dimensional surface, which has as its axes temperature,
strain and strain rate, i.e.

� = f (T, ε, ε̇) (1)

Fig. 5. Calculated feeding/porosity for various A319 alloys.

The strength-temperature plot (fixed strain and strain rate) and
stress–strain curve (fixed temperature and strain rate) are two
special cases of Eq. (1) when two of the three variables are
fixed.

Generally speaking, room temperature strength decays mono-
tonically with increasing temperature until the point where it
enters into a temperature regime whereby there is a sharp fall in
strength and flow stress becomes much more strongly dependent
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Fig. 6. Comparison between experimental and calculated yield stress for titanium
alloy IMI 318 (Ti–6Al–4V).

on strain rate. This sharp drop in strength is due to a change of
deformation mechanism dominated by dislocation glide (DDG) at
low temperatures to one dominated by dislocation climb (DDC) at
higher temperatures, where the latter is usually the controlling
mechanism for creep. JMatPro employs different strength mod-
els to account for these two different mechanisms and whichever
has the lower resistance to deformation controls the final strength
of the alloy [3,10,11]. The two regions are clearly shown in
Fig. 6, using titanium alloy IMI 318 (equivalent to Ti–6Al–4V) as
an example, where good agreement with experimental data is
observed. To further validate the models, strength calculations vs.
temperature were carried out for a wide range of commercial Ti-
alloys and comparison against experimental values is shown in
Fig. 7.

The change of deformation mechanism from DDG to DDC with
increasing temperature is a common feature for most, if not all, of
the engineering alloys. Fig. 8 shows the yield stress of two Ni-based
Superalloys, one precipitation hardened by �′ phase (Nimonic 105)
and the other a solid solution alloy (Nimonic 75). The transition
where sudden softening occurs is correctly predicted, as the loss
of strength of Nimonic 105 as the �′ phase dissolves. To empha-
sise the predictive capability of the model, the calculated yield
stress of 22 commercial superalloys as a function of tempera-

Fig. 7. Comparison between experimental and calculated yield stress for various
Ti-alloys between RT and 700 ◦C.

Fig. 8. Comparison between experimental and calculated yield stress for Nimonic
75 and 105 as a function of temperature.

ture between room temperature (RT) and 1000 ◦C is shown in
Fig. 9.

Fig. 10 shows a similar plot for various stainless steels, includ-
ing austenitic, ferritic and duplex types. Yield stress as a function of
strain rate has also been calculated for a 316 stainless steel at strain
rates of 0.0001, 0.01 and 1 s−1 and is shown in Fig. 11. The switch of
deformation from DDG to DDC is clearly observed and is substan-
tially displaced as a function of strain rate. However, even at a strain
rate of 1 s−1, creep is still the dominant mechanism above 1000 ◦C.
Of particular interest is that the strain rate dependency in the creep
controlled regime is substantially greater than in the DDG regime.
For example at 1100 ◦C, the yield stress increases by almost a factor
4 between 0.0001 and 1 s−1, in comparison yield stress in the DDG
region is rather insensitive to strain rate.

The switch of deformation mechanism from DDG to DDC with
increasing temperature that is seen in the yield stress (or �0.2) vs.
temperature plots corresponds to the flow stress at a small fixed
strain. However, we are also interested in flow at much greater
strains and it is interesting to observe what may happen as strains
are greatly increased, for example in a stress–strain curve. In this
case we see that it is possible for deformation to start in the DDG

Fig. 9. Comparison between experimental and calculated yield stress for various
wrought nickel superalloys and pure Ni between RT and 1000 ◦C.
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Fig. 10. Comparison between experimental and calculated yield stress for various
stainless steels between RT and 900 ◦C.

region, with significant work hardening. However, at a critical strain
(εt) the strength may reach a level where creep controlled flow
is weaker, and deformation will continue by creep. This is shown
schematically in Fig. 12.

The procedures for the calculation of stress–strain curves in the
DDC and DDG regions have been described in previous work Refs.
[12,13], respectively and Fig. 13 shows a comparison plot of calcu-
lated and experimental stress–strain curves for a medium carbon
steel (strain rate 0.1 s−1) at elevated temperatures. The calculated
stress–strain curves, which include a transition between deforma-
tion mechanisms agree rather well with experiment. It is noted that
flow softening is often suggested to be due to the recovery and/or
recrystallisation processes. However, as is clearly shown here, flow
softening can be a natural result of the transition from DDG to DDC
deformation mechanism.

Depending on the alloy type, temperature and strain rate regime,
εt can be quite different. For a given alloy, higher temperatures and
slower strain rates may result in a smaller εt, while the DDG mecha-
nism continues to dominate as stress monotonically increases with

Fig. 11. Calculated yield stresses for a 316 stainless steel as a function of temperature
at various strain rates.

Fig. 12. Change of deformation mechanism from DDG to DDC in a high temperature
stress–strain curve at the critical transition strain (εt).

Fig. 13. Comparison of calculated and experimental stress–strain curves at 0.1 s−1

for a carbon steel at various temperatures.

increasing strain, until fracture occurs. In high temperature regions,
creep controlled deformation may be lower than the DDG con-
trolled yield stress at all strains and flow is governed purely by
creep. Fig. 14 shows the comparison of calculated and experimen-
tal stress–strain curves for nickel-based superalloy Inconel 718 at
1050 ◦C. In this case the DDG yield stress lies around 200 MPa and

Fig. 14. Comparison of calculated and experimental stress–strain curves for a nickel-
based superalloy Inconel 718 at 1050 ◦C.
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Fig. 15. Comparison between experimental and calculated flow stress curves for
Ti–6Al–4V (ELI) at 950 ◦C with various strain rates.

Fig. 16. Comparison between experimental and calculated flow stress curves for
Ti–6Al–4V (ELI) at various temperatures with strain rate 0.1 s−1.

only the 1-s−1 stress strain curve exhibits a transition between
deformation mechanisms.

The flow stress curves of a titanium grade Ti–6Al–4V (ELI) are
shown in Figs. 15 and 16, corresponding to various strain rates at
950 ◦C and various temperatures at strain rate 0.1 s−1, respectively.
In all cases there is no DDG region, in good agreement with experi-
mental observations. The predictive capability of the model in flow
stress calculation for a wide range of Ti-alloys, which have been
tested at various temperatures and strain rates, is demonstrated
in Fig. 17. Similar accuracies between experiment and calculation
have also been obtained for Ni-based superalloys [12] and stainless
steels [14].

The proven accuracy of JMatPro in calculating high temperature
strength and stress–strain curves demonstrates its ability in gener-
ating the flow stress data required for deformation simulation. The
problem of choosing the right constitutive equation and assigning
correct values to the material parameters involved has therefore
been effectively removed. In addition, to make the calculated mate-
rial data more easily used by process modellers, extra sub-routines
have been written so that the data can now be organised in such
a format that can be directly read by FE/FD simulation packages.
Such linking has been successfully developed with casting, forging
and heat treatment simulation packages and will subsequently be
extended to welding simulation packages.

4. Summary

The paper has shown how the recent developments in materials
properties modelling has been able to calculate a variety of material
properties and behaviour for multi-component alloys. In particular,
the paper has concentrated on solidification properties for cast-
ing simulation, and high temperature strength and stress–strain
curves for deformation simulation. Links with many FE-based pro-
cess simulation packages have been established successfully and
the calculated material data can now be organised in such a format
that can be directly read by such packages.

Fig. 17. Comparison between experimental and calculated flow stress for various titanium alloys at various temperatures and strain rates.
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